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ABSTRACT

This paper emphasizes the importance of Data Mialagsification algorithms in predicting the vebidollision
patterns oc curred in road accident data set. pajser is aimed at deriving decision tree which banused fo r the
prediction of manner of collision. A road trafficadent is defined as any vehicle accident occgran a public highway.
It includes collisions between vehicles an d angneghicles and pedestrians, or vehicles and fdkedlacles. Single vehicl
e accidents, which involve a single vehicle, thaans without other road user, are also includedllAevels, whether at
national or international level, road traffic acands continue to be a growing problem. In connactiith this, according
to expected to grow from 28.1 million a year in @96 49.7 million by 2020, which is an increaseabsolute number of
76%. Traffic accidents are the main cause of tisis. IRoad traffic injures are expecte d to takéigplace in the rank

order of disease burden in the near future.
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INTRODUCTION

Data Mining Software Tool

Notifications are normally reported by the driversany party being involved or having interest bbdcause the
low requires doing so. On site investigation arabrding is done with the aim of finding detaileddaatcurate information
as to its cause, determine whether or not therdéas violation of the law and ultimately to pretére re-occurrence of
further accidents. But sometimes as reported byftheers, due to time gap between the accidentthadarrival of traffic

officers, some details like the severity level @adse of an accident may not be identified effetyigyang liu et all [04]).

This accident record is basically used for varipugposes in the office and for other stakeholdetidwal and
regional transport offices use the data in dirgctimeir focus of attention in decision and policking'’s with regard to
road safety. Different health offices and non-goweental organizations working in this area useda in determining
and managing health problem in society. Recentyaisaproved that 81% of the accident all over thanty is due to

drivers fault and the other is due to vehicle, p#tn and road faults. The main road safety problare:
» drivers not respecting pedestrian priority
e over speeding
» unsafe utilization of freight vehicles for passengansportation
e poor skill and undisciplined behavior of drivers

» less engineering effort in road design to conssdéety
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* poor vehicle conditions

e pedestrian not taking proper precautions

» week traffic law enforcement

e Lack of proper emergency medical services

The software package WEKA has number of ML toolsdata analysis Decision Trees, Naive Bias, Degisio

Table, Sequential Model Optimization, NN, LineargRession and Voting Features. The learning metlardscalled

classifiers. The performance of all classifiermisasured by a common evaluation module. The progrgputs the mean
absolute error and the root mean-squared errdreoptobability estimates. The root mean-squareat ésrthe square root
of the average quadratic loss. The mean absolute isrcalculated in a similar way by using theabte instead of the
squared difference (alin dobra et all [8]). WEKAs@limplements cost-sensitive classification. Whetost matrix is

provided, the dataset will be reweighted (or redathpdepending on the learning scheme). Becauges object oriented
program code and good interface with several visoals we prefer this program to the other threscdbed above to

conduct the experiments.
Types of Accident

Accidents and incidents (Reporting of Injuries, d3ise and Dangerous Occurrences Regulations ) can be
classified into the following types (Witten H.I. &t [11]) :

e Minor accidents — are accidents which result in ajury, loss or damage but do not cause signifiterm to a

person,
* Near miss incidents-result in no apparent injury damage and are not generally reportable under RIRDO
» Lost time accidents -are accidents which result&m employee being absent from work for more thatay
» Over three day Injury - are accidents which resit an employee being absent from work for more Baays.

* Major injury Accidents - are accidents which restilt a significant injury, loss or damage and ardrdef by
RIDDOR.

» Industrial Diseases- are specific illnesses defined BYDDOR which are linked to a work activity .

« Dangerous Occurrences are specific incidents atefined by RIDDOR.

» Fatality - an accident or incident resulting iriedality either immediately .

» Public Reportable Accident -their accident aroseut of or in conjunction with Council work activity
Accident / Incident Reporting Procedure

* Allincidents, which result in an injury to an erapgée or people , must be recorded on CheshireGEasicil’s

» Electronic Accident Reporting System by the sergcéeam responsible (Kweon, Y. J., et all [13]) .
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METHODOLOGY

This section describes the process we followedtieat and analyze the academic performance. Wausisour

selection of a data-mining tool, followed by théfidult task of preparing the data for analysis. YWesent our model of
the academic performance prediction problem.

Source of Database and Description

Data base are extract from internet. Data base namdCCIDENT2007-FullDataSet which is received from
website. Data set description blow table (MartinGPET all [15].

Table 1: Data Set Description

1 Girth Numerical | Tree diameter in inches 0.1
2 Height Numerical | Tree Height in ft 0.012
3 Volume Numerical | Volume of timber

in cubic ft
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Figure 2: Generated Decision Tree from WEKA Tool
Preparing the Data and Selecting the Relevant Atthute

Table 2: Data and Selecting the Relevant Attribute

Correctly Classified 2995 90.9505 %
Instances

Incorrectly Classified 298 9.0495 %
Instances
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CONCLUSIONS

In this paper we have applying data mining toolsefg are various types of data mining softwareaasglable
but we have used WEKA software because it is freewad it has many classifiers. We have used B&ifiler which is
the extension of ID3 algorithm. We have observet ttaining data set are classified 89.076 % ctlyrend 8.02540 %
are incorrectly. Can be extracting decision treemfririgure 1 shows the decision tree which is geadrffom accident

data. Table 1 shows the result of experiment.
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